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An iterative algorithmic UAV path optimization process for 
Structure-for-Motion modelling

The use of unmanned aerial vehicles (UAVs) for 
3D reconstruction through photogrammetry has 
gained significant attention in recent years. With 
the advancement of technology and the availa-
bility of affordable drones with high-resolution 
cameras, capturing aerial images for creating de-
tailed 3D models has become more accessible, 
however, UAV survey flight planning still presents 
challenges. The planning stage is essential in 
aerial photogrammetry as it sets the foundation 
for efficient and accurate surveying. Proper pre-
dictive planning ensures a smooth workflow on 
site, generating high-quality datasets for recon-
struction while minimizing the need for repeat 
surveys. This approach not only reduces costs but 
also mitigates potential errors and delays during 
the survey process.
Within the presented frame of reference, the 
present study explores the use of UAVs for 3D re-
construction through photogrammetry, focusing 
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on optimizing flight paths and view planning. It 
addresses challenges such as safety, navigation, 
and image dataset optimization. The study pre-
sents the current advancement of custom para-
metric workflow developed in Rhino/Grasshop-
per. The workflow is targeted for average users, 
aiming to simplify the process and integrate it 
with architectural and planning workflows. The 
approach involves four algorithms, including 
proxy model generation, visibility analysis, path 
generation, and camera position estimation. The 
iterative process enhances precision through pro-
gressive refinement of the proxy model, offering 
potential for predictive modelling and effective 
photogrammetry utilization in UAV planning. Fur-
ther research and testing are needed to validate 
real-world performance.
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INTRODUCTION

Over the course of the last two decades significant 
development of “unmanned aerial vehicles” (UAV) 
reached a sufficient degree of maturation to ef-
fectively spawn a wide range of novel drone appli-
cations. Regarding civil applications, the relative 
affordability of high-end camera drones allowed 
for a more accessible implementation of aerial 
photography and aerial survey across multiple 
industries. While many uses may be cited as an 
example of this revolution, it is possible to group 
most of them in one of the following three major 
categories: 3D reconstruction, environment ex-
ploration, and aerial imaging (Zhou et al., 2020). 
In this paper we will focus on the domain of 3D 
reconstruction via drone-photogrammetry, as a 
tool to realize a reliable 3D model of an existing 
environment or building. However, although very 
different among one another, each of the main 
applications mentioned tends to face common 
challenges because of the common role of UAV 
technology as the cornerstone for the many im-
plemented workflows and processes.
While the frame of reference may slightly change 
in accordance with the regulations applied in each 
country, camera drones generally pose different 
issues that often require careful planning ahead 
of the actual flight. Regarding UAV operations in 
urban environments, Radišić (Radišić et al., 2018) 
details the main issues to address when pilot-
ing a drone: awareness of safety issues, optimal 
navigation and avoidance of dangerous collisions 
are among the many points discussed. These as-
pects, while intuitively simple, may pose quite a 
challenge when planning a flight. In addition, the 
specific field of 3D reconstruction via drone pho-
togrammetry adds to the equation an additional 
set of specific issues to consider  (Dilbaryan, 2017; 
Toffanin, 2019).
The basis of any 3D photogrammetry survey is the 
picture dataset, and the quality of the final output 
of the 3D reconstruction is largely linked to how 
much the dataset exhaustively captured the en-
tirety of the surveyed item. Any parts that won’t be 
accurately captured within the dataset, will likely 

fail to be accounted for in the final model, resulting 
in a hole in the reconstruction. On the other hand, 
any data redundancy may cause unnecessary 
waste of computational power (Factors Affecting 
Accuracy in Photogrammetry, n.d.). Almost all 
such problems can be effectively translated into 
visual relationships between the subjects to dig-
itize and the points of view used to capture it into 
the base pictures of the referenced dataset.
Hence, the concepts of “path planning” and “view 
planning”, generally associated with the seminal 
work of Scott (Scott et al., 2003), as the study of 
evaluation systems to support decision-making 
strategies linked to visual data. While the topic 
has been largely discussed, it is still today a very 
interesting aspect of UAV practices. For instance, 
Zhou recently regarded path and view planning as 
a key issue in UAV research (Zhou et al., 2020).

AIM OF THE STUDY

This study aims at inspecting different optimiza-
tion strategies regarding drone photogrammetry 
flight planning, focusing on applying view plan-
ning concepts within the widespread architec-
tural modelling environment Rhinoceros, and its 
algorithmic plugin Grasshopper. While general 
research on view planning itself is well document-
ed and certainly robust, practical applications are 
still hard to apply by the average user. Because of 
this, by performing said flight optimization, within 
such an accessible software package, we aim to 
achieve a twofold result. On the one hand, the pro-
cess is manageable without extra skills and extra 
software packages. On the other hand, an entire 
software ecosystem, aimed at architectural and 
planning workflows, can be seamlessly integrat-
ed allowing to perform more layered and complex 
analyses. The main underlying issue is finding a 
sweet spot within the trade-off between minimiz-
ing the number of pictures to be used in the photo-
grammetric process, while achieving the desired 
prospected output resolution/error.

MAIN APPROACHES IN PATH/VIEW PLANNING

As Scott shortly summarized, the informally 
shared underlying challenge of view planning is 
regarded as follows: “the view planning problem 
(VPP) is […] for a given image environment and 
target object, find a
suitably short view plan N, where N ⊂ V, satisfying 
the specified reconstruction/inspection goals and 
achieve this within an acceptable amount of time. 
The VPP involves reasoning about object surface 
space S, viewpoint space V and imaging work-
space I” (Scott, 2009). In essence, view planning’s 
main objective is to simulate visual conditions of a 
certain object to develop the optimal survey strat-
egy to generate, among other outputs, also proper 
picture datasets suitable for 3D reconstructions.
We here note that path planning – devising a spe-
cific path the UAV should follow for optimal cov-
erage/accuracy and least redundancy – stems 
from a conceptually prior assessment of the view 
optimization of the UAV cameras vis-à-vis the sur-
veyed site, so to ideally place the exact minimum 
views needed to cover the site effectively.
As any typical evaluation procedure, view planning 
requires to set both specific evaluation metrics 
and goals for filtering the optimal solutions to 
complete the task at hand. Concerning these as-
pects, the most used evaluation parameter is the 
object coverage, which was described by Cabreira 
(Cabreira et al., 2019) as the propriety of a flight 
path to cover/see every point of the selected area 
of interest. This is a relevant aspect within the 
field of drone photogrammetry, as the base input 
of any 3D reconstruction is the picture dataset of 
the object to reconstruct, any part that won’t be 
accurately captured within the dataset, will likely 
fail to be accounted for in the final model, result-
ing in a hole in the reconstruction. An optimal sur-
vey, therefore, needs to cover as many parts of the 
desired object as possible.
In addition, implementation of assessment pro-
cesses based on coverage may ultimately vary de-
pending on the simulation setup used to acquire 
the related data to test. A simulation setup usually 
falls into one of two main categories: model-based 
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simulations, and non-model-based simulations 
(Munkelt et al., 2010). A model-based simulation, 
in opposition to non-model-based simulation, de-
velops a test environment where the object to re-
construct via drone photogrammetry is the main 
data source to develop view planning strategies. 
This approach could be criticized as having a 
“chicken and egg” problem, since a base model 
of the object to reconstruct via photogrammetry 
must be already available before the actual recon-
struction process. However, as already anticipat-
ed, it is possible to solve the issue by working with 
a “proxy model” (Zhou et al., 2020), i.e., a rough 
model derived from a previous survey, or a sim-
plified geometry extracted from a public database 
or from a course preliminary survey. Moreover, an 
iterative approach – whereby the proxy-model is 
recursively completed, adjusted, and perfected – 
seems able to guarantee a result which converges 
to an increasingly accurate model, even though 
such convergence can be assessed only relative 
to some chosen parameters, as we will explain 
further on.
Finally, the form of the final output can also differ 
greatly based on the designed process. A funda-
mental reference on the topic can be found within 
Tarbox’ and Gottshlich’s (Tarbox et al., 1995) re-
search, where the testing viewpoints to be used 
for generating optimal view groups were sole-
ly picked up on the surface of a specific “view 
sphere” surrounding the target object. However, 
many other forms of arbitrary constraints can be 
linked together, thus varying the analysis results 
which may range from single optimal points of 
view (LEE, 1991), to volumetric point clouds (Lar-
tigue et al., 2014), to UAV optimal flight path.

METHODOLOGY

As mentioned earlier, this study aims at devising 
an integrated workflow within the widespread 
software package Rhino/Grasshopper for UAV 
flight optimization in view of a 3D reconstruction 
process based on the Structure from Motion par-
adigm.

In view of such an overall goal, we have divided 
the workflow in a series of subsequent steps or 
“processes” tackling key aspects of the proposed 
overall drone photogrammetry workflow, so that 
the result of each process can be used as a basis 
for the subsequent ones.
Algorithm A. As a very first step, a preliminary vir-
tual assessment of the spatial conditions based 
on GIS and other available spatial datasets is per-
formed in Rhino/Grasshopper, dealing with the 
mere geometrical feasibility of the UAV flight in 
the surveyed areas. The aim of this step is to offer 
the tools to better anticipate potential flight issues 
– including no-fly-zones – and improve the abili-
ty of the drone’s user to plan more viable flights 
once on the field.
Algorithm B. A second process aims at analyzing 
the overall combined model of the survey site – 
also called “proxy-model” to determine optimal 
flight volume for covering the surveyed site in 
its currently expected shape. A gradient-map is 
hence created in Rhino/Grasshopper as a basis 
for the view/path planning.
Algorithm C. Based on the analysis stemming 
from algorithm B, as well as on the proxy model 
- as amended in the iterative process described 
here below - a more specific algorithm deals with 
the automatic creation of a flight path as a start-
ing point for a subsequent phase where it can be 
checked and fine-tuned.
Algorithm D. This path is then evaluated in its 
potential coverage capabilities, expected resolu-
tion and overall effectiveness by another process, 
whereby a heuristic optimization approach tries to 
fine-tune the flying path.
Drone Flight Phase. The next step within the 
workflow is the real-world testing of the UAV 
path on the survey site. This step is crucial, as it 
sets new foundations to the subsequent iterative 
workflow, by providing pictures and a new “proxy” 
model based on the photogrammetric reconstruc-
tion. Subsequently, in an iterative workflow, the 
process is repeated based on the reconstructed 
model resulting from each subsequent dataset as 
the new starting “proxy” model, which shall then 
gradually become more refined and complete as 

the iterations run, filling reconstructions gaps and 
improving the overall quality (Fig.1). The idea is 
that every additional flight would help refine the 
model along a convergent cobweb model.

ALGORITHM A - PROXY MODEL GENERATION IN 
GRASSHOPPER FOR RHINO (@IT PLUGIN)

As seen, the chosen starting point for the work-
flow is the creation of a proxy model of the sur-
veyed area/object. Among the many possible 
sources of said model - which may also include 
preliminary, randomly performed UAV flights 
and the coarse photogrammetric reconstruction 
stemming therefrom - we chose to adopt a GIS-
based solution inside of Grasshopper for Rhino, 
hereinafter “GH”.
More specifically, among the many GIS plugins for 
GH, we adopted @IT, as it is a free, lightweight and 
easy to use solution to import GIS data within the 
GH/Rhinoceros environment.

Fig. 1 - SfM reconstruction missing areas to be further investigated through 
UAV’s flights.
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Fig. 2 - A preliminary view-planning evaluation of the surveyed site coverage is conducted. The urban proxy model is generated from a GIS dataset imple-
mented in the Rhinoceros environment to create a mixed database. The color scheme is here aplied to a voxel-based subdivision of space, to create a spatial 
heatmap about potential coverage. The voxel-based subdivision may also map more complex data based on GIS features.

As a precondition to the use of a GIS database, we 
need to have saved the relevant data about the 
surveyed area in a series of files along the Shape-
file standard, including *.shp, *.dbf, *.shx and 
other file formats containing the geometrical as 
well as non-geometrical data related to the area 
at stake.
For the sake of providing an example, we have 
chosen a portion of the urban area around the 
Polytechnic of Milan Leonardo campus in Milan, 
and downloaded the dataset from the Lombardy 
Region Geoportal (Geoportale della Lombardia, 
n.d.). We then imported the dataset in QGIS, where 
we selected a portion thereof around the campus, 
and exported it as Shapefile(s).
In GH, we then proceeded to import separately 
each *.shp geometric file by its database cate-
gories. For instance - according to the taxonomy 
adopted by the Geoportal - we extracted different 
sets of 2D geometries referring to, among others, 
the main building ground extension, and the vari-
ous paths and roads for pedestrians, bicycles and 
all other transportation means.
The advantage of such an approach in GIS data ac-
quisition in a NURBS CAD modelling environment, 
as Rhinoceros, is that we can now - at least indi-
rectly - exploit data multidimensionality as stem-
ming from the classifications extracted from the 
database: we can in fact create and treat geome-
tries according to their classification beyond their 
pure geometrical shape. Moreover, such classifi-
cation also allows for a proper matching of many 
other characteristics, ranging from the materials 
to be attributed to each category (e.g. asphalt, 
grass, stone, …), but potentially extending to other 
“dimensions’’, such as the legal classification of 
space: no-fly-areas, urban planning zoning, etc. 
Thus, Grasshopper becomes a means to add fur-
ther informational dimensions to the “pure” CAD-
NURBS model, overcoming the mostly geometri-
cal nature of such modelling environments. The 
extra layer of information can be best exploited in 
Rhinoceros by grouping geometries in layers and 
sub-layers based on said extra, non-geometrical, 
characteristics.
We would here like to stress the great potential 

ushered by such automatic/parametric process, 
which does not require a direct data gathering and 
classification by the user, who can hence directly 
focus on the task at hand, i.e. the photogrammet-
ric UAV survey planning.
As a last remark, and as already mentioned, such 
an approach as an automatized way to provide a 
starting proxy model for the surveyed area is not 
the only possibility: in case the user does not have 
access to reliable GIS data of the area, or they are 
incomplete or not trustworthy, or in case the user 
already has a rough, proxy model of the area at 
stake, it is possible to start with any such geomet-
rical proxy model. However, the added value of the 

GIS/CAD approach lies in the extra data richness 
which could be extracted from the GIS database, 
upon which more advanced and grounded algo-
rithmic choices may be built, especially as to the 
spatial legal features.
An even greater degree of flexibility is the oppor-
tunity of merging GIS data with specific 3D mod-
els the user may partially own about the surveyed 
items: such combination makes the proxy model 
open to be subsequently amended and enriched 
and can be exploited in iterative workflows aimed 
at increased precision and in-depth survey. A sim-
ple outcome of such a mixed-source model can be 
seen in Fig.2.
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ALGORITHM B - FLIGHT VOLUME EVALUATION 
VIA A VIEW-BASED PROCESS

The subsequent algorithm detailed, here defined 
as algorithm B, is the first process to directly en-
gage UAV operations. Algorithm B aims to allow 
the user to access a rough estimate of the flight 
visual conditions inside the required environment, 
as such, the following process can output a pre-
liminary evaluation of the effectiveness of specific 
“flight volume” in performing the survey. A “flight 
volume” represents a spatial volume where the 
drone will operate once in the field, and depending 
on its extension, the user may be required to re-
quest additional authorizations for flying over the 
necessary areas. A preliminary evaluation on the 
matter is therefore useful to accurately shape a 
viable and conscious flight plan.
As the previously cited studies highlighted, a fun-
damental interaction within view planning is the 
subject view coverage, which is essentially a col-
lection of visual tests with a binary output in the 
form of a “visible” or “not-visible” type of feature. 
The Grasshopper VPL via its strongly geome-
try-oriented syntax allows generating basic, yet 
efficient, visual tests which can deliver the de-
sired outputs (Cavaglià, 2023). Custom scripts are 
ultimately coupled with the built-in view analysis 
functions of the Ladybug (Ladybug Tools | home 
Page, n.d.)to achieve a more accurate visual anal-
ysis. Ladybug is a renowned solution to perform 
environmental analysis inside the Rhinoceros 
environment via Grasshopper definitions (SADE-
GHIPOUR ROUDSARI et al., 2013). View-oriented 
analysis is also part of Ladybug capabilities, and 
although it constitutes a less researched imple-
mentation of the tool, it exhibits promising perfor-
mance in dealing with visual-related issues.
The scripts here detailed mainly exploit the “view 
percent” analysis component (Visibility Percent, 
n.d.) which allows determining the visibility of 
a selected geometry from a specific set of view-
points. The analysis procedure can be briefly 
summarized like this: a selected geometry is 
converted to a mesh (LB Generate Point Grid.py, 
n.d.; LB Visibility Percent.py, n.d.) and its vertices 

defined by the user, and subsequently, it is auto-
matically filled with test viewpoints. Viewpoints 
are positioned via a cube-shaped unit cell system 
with edge length given by an interactive parameter 
“distance”. Modifying the “distance” parameters 
allows controlling the viewpoints density and con-
sequently managing the whole algorithm output 
quality.
The algorithm subsequently tests the proxy mod-
el visibility via one viewpoint at a time. The visual 
analysis is performed via nested recursion of La-
dybug percentage analysis implemented via the 
Anemone plugin[I], without the use of an occlu-
sion sphere. Therefore, the FoV of each viewpoint 
is treated as an ideal “omnidirectional camera” 
(Scaramuzza, 2014) able to cover the full visual 
sphere. This allows performing a visual analysis 
completely free of physical constraints aside from 
positioning.
The algorithm outputs two types of data: the object 
coverage, along with a second data here defined 
as “surface inclination”. Surface inclination meas-
ures how much a visible portion of the proxy mod-
el is seen frontally from an associated viewpoint. 
The value is calculated as the angle between the 
visual ray linking the viewpoint with a visible face 
of the proxy model mesh, and the plane’s normal 
of the proxy model’s surface in the contact point. 
It is here speculated that surface inclination may 
be a valuable indicator to identify areas where a 
highly steep angle of view may generate distorted 
pictures. The resulting graphical information may 
prove insufficient for a correct reconstruction, 
therefore locally mapping such a feature, may 
help to predict critical locations when performing 
the actual survey.
The obtained datasets can be ultimately used to 
generate heatmaps using as a medium both the 
proxy model and the viewpoint cluster around it. 
Data mapping over the viewpoints can also ac-
count for the application of certain weights, to 
generate a hierarchical ranking system based on 
user-defined criteria, for example, the distance of 
said viewpoint from the proxy model.
The heatmaps generated from this output can be 
used as a reference to filter the most effective vol-

are then parsed one by one examining if each of 
them is visible from a list of selected viewpoints. 
The analysis may account for visual obstructions, 
in the form of solid geometry located in the virtual 
space, therefore the visual relationship may result 
in a “not-visible” output when such obstructions, 
effectively intersect the line of sight of a specific 
viewpoint. The results are ultimately mapped on 
the test geometry via the assignment of a percent-
age value to each vertex equal to the percentage 
of viewpoints that could output a “visible” outcome 
over all accounted viewpoints. Finally, when just a 
singular viewpoint is selected, the process essen-
tially provides a clear report of the visible parts 
of the selected test geometry from that singular 
viewpoint.
Ladybug visual analyses essentially treat any pro-
vided viewpoint as a 360° camera; therefore, the 
process will test the virtual environment across 
any visual direction around the viewpoint. While 
this basic setup possesses different merits when 
developing generalized preliminary analysis, it 
lacks the capabilities to simulate specific camera 
conditions. To cope with this limitation, it is used 
a specific visual obstruction that we define as the 
“occlusion sphere” (Fig.7). The occlusion sphere 
is a type of obstructive geometry that is used to 
mask the virtual space that cannot be viewed via 
the visual constraints of a real camera, such as 
a UAV’s digital camera. The occlusion sphere 
is generated from a basic sphere object with its 
center overlapped with the viewpoint to test, and it 
presents a hole along the line of sight of the sim-
ulated camera. This hole is generated from the 
specific field of view (FoV) (Christenson, 2011) of 
the simulated camera, and it is calculated from 
the parameters of sensor width, sensor height, 
and focal length (Abbas et al., 2019; Al-Zuky et al., 
2015). Although essential, this setup effectively 
creates a visual constraint that allows to simulate 
basic camera visual conditions in the working en-
vironment of Grasshopper.

The first step in Algorithm B is the generation of 
the tridimensional flight volume to test the view 
efficiency of the subject. The flight volume can be 
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Fig. 3 - Preliminary flight planning assessments rely on visibility analysis within selected flight volumes. They utilize a proxy model representing the target 
structure to be reconstructed and simplified volumes of the primary obstructions to generate data outputs highlighting the parts of the target structure with 
reduced visibility accessibility. The picture summarizes the various operational outputs of Algorithm B: [1] Definition of the spatial grid for visual testing of the 
proxy model. [2] Estimation of potential coverage of the proxy model within the spatial volume previously defined as accessible for navigation. In this image, 
different proxy models are listed to emphasize the impact of environmental obstructions on predicted coverage. [3] Filtering of potential viewpoints within the 
spatial volume based on the potential visual coverage offered by each location based on percentage covera, distance, and viewing angle.

umes to use for planning a flight path, and foresee 
possible problems related to the reconstructions 
of hard-to-see areas (Fig.3).

ALGORITHM C - PATH GENERATION ALGORITHM 
BASED ON PRELIMINARY PROMISING VIEWPOINT 
GENERATION

We now can start building a UAV path which - 
based and referring to the outputs from the pre-
vious algorithms - would assure a reasonable 
starting point to further deepen the geometrical 
knowledge of the surveyed site through drone 
photogrammetry.
In order to do so, all the spatial features, includ-

veyed. As to this latter aspect, in fact, key param-
eters of the proxy model can be analyzed, such as 
the curvature at the specific mesh vertex (we used 
the Gaussian curvature, through the GH compo-
nent “Mesh Curvature”.).
From this first analysis, the mesh is offset out-
wards, to simulate a flying “plane” whereon the 
actual flying path and UAV photo vantage points 
shall be positioned. Such a process is a sort of 
preliminary, rule-of-thumb, shortcut to start 
building a flying path which can ensure some de-
gree of uniformity among pictures, e.g., as to the 
distance from the surveyed items.
Once the new offset mesh is obtained, a series of 
geometrical operations are performed to obtain 
a series of promising photogrammetric vantage 
points to be included within the UAV path. Such 
points are derived from the mesh vertices: not all 
of them, though, as we must take into consider-
ation at least two main aspects. The first aspect, 
which can be extracted from the pure geometri-
cal features of the mesh at hand, stems from the 
geometrical complexity of such mesh: the lower 
the complexity (e.g., a flat area with no reliefs), the 
less vantage points we need for the reconstruc-
tion, up to the threshold depending on the chosen 
UAV camera focal length and distance, and from 
the final resolution of the photogrammetric pro-
cess. A reasonable proxy for such complexity can 
be extracted from the mesh curvature at the verti-
ces, along with from the presence of discontinuity 
within the mesh grid. An easy way to account for 
such aspects is combining a curvature analysis 
with a mesh simplification component.
To achieve those aims, we tried a series of differ-
ent components, corresponding to different ap-
proaches and related parameters. A first series of 
similar components we tested are “Mesh Reduce”, 
“Reduce Mesh”, “Mesh Reducer”, and the new and 
powerful remeshing component “QuadRemesh”. 
The result is a much-reduced mesh, according to 
the target face count, and the overall shape de-
pends on some constraints, for instance, using the 
existing edges as hard edges, or fixed boundaries. 
The QuadRemesh component even allows for a 
flexible face count based on the mesh curvature, 

ing the possible physical and legal obstacles, as 
well as all the geometrical analysis about what the 
most critical survey areas are shall be taken into 
account. Hence, the new algorithm starts from the 
proxy model, as generated by Algorithm A - and 
by any subsequent refinement during the iterative 
process illustrated hereinafter - as well as the 3D 
heatmap ranking the relative importance of pros-
pected UAV photographic viewpoints in view of the 
photogrammetric reconstruction stemming from 
Algorithm B.
To start with, a mesh encompassing the whole 
proxy model is created, as both a volume outside 
of which the UAV shall maintain its flight, and to 
calculate the intricacy of the geometries to be sur-
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Fig. 4 - The path generating mesh, optimised based on geometric complex-
ity.

Fig. 5 - The optimized mesh vertices, and a regularized version thereof, 
adjusted on a regular 3D grid.

which seemed a good match to our aims. Howev-
er, the results were somewhat disappointing, as 
only when fixing the edges as constraint the result 
would maintain the main geometric features, but 
it would also produce a too dense mesh. Same can 
be said as to random mesh reduction, which does 
not even guarantee that the overall shape is re-
tained. The component “Decimate Mesh”, still act-
ing on the simple mesh simplification, manages to 
both achieve a much more relevant reduction, and 
to maintain the overall shape, as described by the 
mesh edges.
However, while such approaches may yield some 
interesting results, we realized that a more ad-
vanced, physics-based approach would be need-
ed, as eliminating mesh vertices would require a 
recursive readjustment of all the others. Hence, 
we adopted such an approach through a specif-
ic add-on called “MeshMachine” by Daniel Pik-
er(Piker, 2014; Plankton, n.d.) in turn running in 
connection with the Kangaroo(Kangaroo 2, n.d.) 
physics engine. More specifically, we run the 
optimization algorithm so that only the vertices 
where the mesh curvature substantially changes, 
i.e., is high, are preserved, apart from some verti-
ces which - despite having low curvature - have a 
meaningful and necessary topological position for 
approximating the overall shape. A further Cat-
mull-Clark subdivision was added to that aim.
The yielded results were satisfying, as the output 
mesh would, at the same time, approximate the 

overall shape well, maintaining its edges, as well 
as having a considerably reduced number of verti-
ces, especially in areas where they could be con-
sidered redundant, as explained (Fig. 4).

The outcome is not yet the whole picture, though. 
In fact, it must be compared to that of Algorithm 
B, i.e., the prospected degree of needed cover-
age of the proxy model by a sufficient number of 
vantage points, in order to avoid that the mesh is 
oversimplified, e.g., where the relative lack of de-
tail and changes in the mesh structure would risk 
implying an insufficient number of points from a 
photogrammetric point of view. Further research 
on such integration between Algorithm B and C 
shall be carried forward in future work. Moreover, 
the list of the mesh vertices was refined, cleaning 
out those points which might be interfering with 
specific extra limitations the user might want to 
introduce, such as extra no-fly areas and secu-
rity margins. Lastly, as a final “touch”, we per-
formed a regularization of the point positions by 
approximating the relevant vantage points using a 
regular isotropic 3D grid, so that the subsequent 
outputs could be easier to check at a glance, giv-
en increased regularity of the geometry, but also 
avoiding excessive point density beyond a thresh-
old based on the chosen UAV camera characteris-
tics (Fig. 5).
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Fig. 6 - [Above] The flight path generated based on the mesh topology.
[Below] The optimized flight path developed based on the consideration of 
geometrical complexity and vantage point adequacy.

To sum up, at the end of the foregoing process, we 
obtained a simplified offset mesh whose vertices 
could be used as a good proxy for initial vantage 
points for the UAV path. Hence, a path connecting 
those points could now be traced, also considering 
that those points - since they stem from a mesh - 
are intrinsically ordered along a specific topology, 
hence already ordered. In such topology it is in fact 
always possible to perform analyses about the di-
rect connections between and among connected 
vertices. The whole topology may also be seen as 
a graph and be even converted to graph within GH 
(using and testing the components “Graph from 
Mesh”, “Mesh to Graph” and “Mesh Graph” (Nejur, 
n.d.)), unleashing all the potential of graph theory 
(Trudeau, 1993) when it comes to path finding.
However, this final step within Algorithm C is a 
problematic one, since there is no easy solution 
to the issue of finding a unique path connecting 
all the points, and some constraints may hugely 
impact the final length and complexity of the out-
come, and even on its feasibility. For instance, 
if we set the constraint of not ever passing from 
the same point(s) more than once, we are deal-
ing with the classical Euler’s Travelling Salesman 
Problem: this may imply that not always is there a 
solution to the issue, as demonstrated in the lit-
erature. However, relaxing that constraint might 
cause the path to grow indefinitely, and may also 
imply that the final path might not look like a sin-
gle, continuous path, but rather as a “leaf” of main 
paths and contingent “detours”.
Graph theory, and a handful of GH plugins - es-
pecially “Dijkstra Search” (Dijkstra Shortest Path 
algorithm for Grasshopper and Rhinoceros, n.d.), 
“Hamiltonian Cycle” (Hamiltonian Path, n.d.; 
LEAFVEIN, n.d.) and most importantly “Travelling 
Salesman Problem (Traveling Salesman Problem, 
n.d.) Solver” - were precious allies to try analyzing 
and solve such issues.
As a first attempt to flight path finding, we used 
Galapagos (Rutten, n.d.) - a heuristic solver for GH 
(Rutten, 2013) - to minimize the path length, while 
maintaining all the points as part of the flight. The 
topological aspects of spatial nearness among 
each vantage point would ensure an optimized 
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Fig.7. Occlusion sphere setup. The viewpoint visibility is limited only to the 
visible area of the studied camera.

(even though not necessarily the optimal) solution. 
However, after trying the approach, it seems that 
the sheer number of points, along with the implicit 
constraints which would have to be coded within 
the GH definition to avoid the path crisscrossing 
the mesh volume result in an inefficient solution 
to the issue, even though further research would 
be needed to assess if and how these issues could 
be addressed.
We then tried another, more straightforward ap-
proach, which could deliver a path just based on 
the point nearness and their topology, ignoring 
the typical constraints of the Travelling Salesman 
Problem. Such an approach is clearly not ensur-
ing that the path would be the optimal one, i.e., 
the shortest passing just once by all points. In fact, 
there is not even any check, not even a heuristic 
one, about the existence of other, better solutions. 
However, this solution has an advantage: it is fast, 
and it somewhat just depends on the points we 
provide it with as an input. This means that the 
process of path optimization may be linked to just 
one variable - the number and position (and topol-
ogy) of the vantage points - while the path-crea-
tion could be left on the background, at least for 
the moment being. (See Fig.6).
Despite all the foregoing limitations, we decided 
this latter solution would better help focusing on 
the main topic of optimizing the planning of the 
appropriate vantage points, while the proper path 
optimization would be researched more in depth 
in a later phase.
The chosen approach thus constitutes a sound 
starting point for the next Algorithm D, where a 
specific a priori assessment and simulation of the 
prospected photogrammetric results stemming 
from those vantage points is performed in view of 
optimizing their number and relative position, in 
an iterative process which would produce increas-
ingly optimized paths through Algorithm C.

ALGORITHM D - ESTIMATION OF PHOTO LOCA-
TION ALONG A FLIGHT PATH VIA CONSECUTIVE 
VISUAL OVERLAPPING EVALUATION

Algorithm D aims to ideally “close the loop” by 
taking on one of the last levels of detail in flight 
planning methodology, which is the issue of cam-
era positioning.
Photogrammetry involves a few basic guidelines 
for selecting pictures suitable to be processed 
within 3D reconstruction operations. Among 
them, an important feature to consider is im-
age overlap. Image overlap identifies the area of 
overlapping visibility between different pictures 
in the dataset and represents a key feature with-
in 3D reconstructions workflows (Sadeq, 2019). 
Various studies in the field typically recommend 
an overlap of at least 60% or higher (Róg et al., 
2021; Wang et al., 2022) between adjacent images 
in aerial strips, although the optimal overlap may 
vary based on environmental conditions (Wolf et 
al., 2014).
Ladybug view percent analysis component can be 
used to perform predictive simulation of image 
overlapping. To simulate this feature, it is possible 
to perform a view percent analysis for each cam-
era to examine. At this stage of the work, it is also 
more effective to add occlusion spheres (Fig.7) 
along the analysis inputs to account for the physi-
cal constraints of the camera FoV. Each viewpoint 
outputs an individual visibility list, where the proxy 
model vertices are examined and the correspond-
ing statuses as “visible” or “not visible” are re-
ported according to the specific visibility outcome. 
Changing the camera viewpoints changes the 
resulting outcomes for each vertex visibility, but 
the order used to compile the visibility list never 
changes as long as the proxy model is the same.
This allows to compare visibility lists extracted 
from different viewpoints to search for matching 
visibility between elements in the same list posi-
tion. Any element visible from multiple viewpoints 
will appear at the same position of all the corre-
sponding visibility lists with the same visible sta-
tus. Matching visible statuses can be determined 
via a single AND Boolean operator where all the 

visibility lists to test are used as inputs. The out-
put of this operation collects a new visibility list, 
where only the proxy model vertices whose visi-
bility is shared along all the lists used as inputs 
are recorded with a “True” Boolean value. The 
list obtained can effectively describe the portion 
of visibility overlap between the different pictures 
virtually simulated.
Algorithm D exploits this and simulates viewpoints 
overlap in two distinctive stages. Firstly, overlap is 
simulated over the vertical axis and via a recursive 
process, the flight path obtained from algorithm 
C is optimized to account for the vertical overlap 
of pictures shot along its track. While this step is 
still unrefined, this process will ultimately boost 
the effectiveness of the previous results.
As the final step, the flight path is elaborated in a 
recursive process, where the overlap of consecu-
tive pictures simulated on the path itself are eval-
uated in pairs. At any iteration, one viewpoint is 
statically fixed on the track, while a second view-
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Fig. 8 - Algorithm D workflow: [1] proxy model configuration, [2] fixed viewpoint insertion, [2] mobile viewpoint translation, [4] overlap goal validation, [5] repeat until path saturation. The base flight path exploited here is a simplified test-proxy 
used for better communication. The overlapping percentage of pictures is defined as a variable parameter, which may be changed by the user; therefore, the analyses can be implemented in different operative scenarios.

point is slowly moved along the path. When specif-
ic fitness goals related to overlap are satisfied, the 
second viewpoint position is saved to be later used 
as a static point, while another movable point is 
added next to it. The comparative process repeats 
until the endpoint of the flight path.
What is obtained from algorithm D, is a collection 
of points placed along the previously studied flight 
path, with a proper positioning able to keep a con-
stant visual overlap value. Said value can be para-
metrically adjusted by the user to increase, or de-
crease pictures overlap. The viewpoint positioning 
is linked to the input data used, among others the 
geometrical fidelity of the proxy model to the real 
object. The camera positioning, therefore, gets 

more precise as the input data becomes more 
polished. Nevertheless, this process, even at the 
most preliminary stages, can offer a rough pre-
diction of the number of photos needed to proper-
ly describe the survey environment via the chosen 
equipment (Fig.8).

CONCLUSION AND FUTURE RESEARCH

Via the presented study it has been compiled a 
complete workflow to elaborate multiple relevant 
stages of UAV’s flight planning within the software 
environment of Grasshopper. The preliminary re-
sults show that Grasshopper VPL, along with the 
robust array of available plugins, can be exploited 

in detailing versatile predictive workflow regard-
ing visual planning and path planning on UAVs’ 
operations. While the methodology is still far from 
being accessible or fully tested, further research 
on the matter can surely improve the current 
procedures. Considering the many advantages of 
seamlessly performing complex preliminary plan-
ning operations in the same working environment 
where the subsequent geometrical modelling 
may take place, it is here regarded that pursuing 
a deeper understanding on the matter could be a 
meaningful research topic.
Future elaborations will test the algorithm’s per-
formances in real UAV’s photogrammetry applica-
tions.
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