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Leveraging Historical Archives with Artificial Intelligence algorithms for 
the Digital Reconstruction of Architectural Heritage

The preservation and digital reconstruction of 
architectural heritage remain a significant chal-
lenge, particularly when historical records are 
limited to single images or incomplete datasets. 
This study explores the potential of AI-driven 
methodologies for 3D reconstruction capable of 
generating detailed 3D meshes from a single im-
age. Applying this approach to historical archives 
data, the model was tested on a selection of case 
studies in South Tyrol. The results highlight the 
crucial role of image resolution, detail clarity, and 
architectural symmetry in determining the ac-
curacy of the reconstruction. Nevertheless, the 
ability to generate new views from a single image 
serves as a promising starting point for further 
model refinement. While challenges remain, par-
ticularly with irregular structures and low-quali-
ty historical images, this research demonstrates 
how AI can enhance the study, preservation, and 
public engagement of architectural heritage. The 
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findings contribute to the ongoing discourse on 
digital heritage, suggesting avenues for improv-
ing AI-driven reconstructions through more di-
verse training datasets and hybrid methodolo-
gies. These technologies provide a framework for 
transforming static archival records into dynamic, 
interactive 3D models, offering new opportu-
nities for research, preservation, and public en-
gagement of cultural heritage. 
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INTRODUCTION

The preservation and study of architectural herit-
age are crucial for understanding historical design 
processes, cultural evolution, and the socio-political 
contexts that shaped architectural development. 
However, a significant portion of historical architec-
tural knowledge remains confined to archives in the 
form of sketches, technical drawings, models, photo-
graphs, and textual descriptions. These records, while 
invaluable, pose a major challenge for contemporary 
researchers due to their two-dimensional nature and 
the difficulties associated with reconstructing accu-
rate 3D representations of historical structures. Many 
of these documents remain underutilized due to the 
complexity of interpreting them and the limitations 
of traditional methods in translating archival materi-
als into spatially accurate reconstructions.
Recent advancements in Artificial Intelligence (AI) 
and photogrammetry offer promising solutions to 
bridge this gap, facilitating the digital reconstruction 
of architectural heritage from historical archives. The 
combination of AI algorithms with standard tech-
niques provides new possibilities for reconstructing 
architectural heritage, particularly in cases where 
only a single image or a limited set of images is avail-
able. Traditionally, photogrammetry requires multiple 
images taken from different angles to create an accu-
rate three-dimensional model. However, in historical 
contexts, only a single image or a limited set of imag-
es is often available, which complicates the accurate 
reconstruction of buildings or architectural spaces. 
In this context, the use of deep learning algorithms, 
particularly Neural Radiance Fields (NeRF) (Milden-
hall, et al., 2020), has revolutionized the field of 3D 
reconstruction by offering a data-driven approach 
that directly models the volumetric scene representa-
tion (Palestini et al., 2024). These algorithms learn, 
through large datasets of annotated images, to pre-
dict the depth of objects and their three-dimensional 
structure (Hong et al., 2024; Lin et al., 2023; Liu et al., 
2023; Long et al., 2023). Particularly in the context of 
archival materials, these models can be implemented 
on datasets containing historical images in order to 
obtain corresponding 3D models, providing a level of 
accuracy in reconstructing the buildings according to 
the quality of representation in historical documents. 

The ability to process and interpret archival materials 
in this way allows for the digital recreation of struc-
tures that may no longer exist or were never realized. 
This study specifically focuses on how these technol-
ogies can be applied to single-image datasets, allow-
ing for a more precise reconstruction of architectural 
spaces and elements from historical photographs or 
drawings.
By leveraging AI algorithms, this research aims to es-
tablish a framework that enables the transformation 
of static historical records into dynamic, interactive 
3D models. These digital reconstructions serve multi-
ple purposes: they assist researchers and historians in 
understanding and analyzing historical architecture, 
provide architects and conservators with valuable in-
sights into restoration processes, and enhance public 
engagement by making historical structures more 
accessible through virtual platforms and digital ex-
hibitions. The integration of AI-driven reconstruction 
techniques in archival analysis not only ensures the 
longevity and preservation of architectural heritage 
but also democratizes access to historical knowledge, 
allowing a wider audience to explore and engage 
with architectural history in novel and interactive 
ways. Ultimately, this study contributes to the evolv-
ing field of digital heritage conservation, demonstrat-
ing how AI can play a transformative role in preserv-
ing and disseminating architectural knowledge for 
future generations.

STATE OF THE ART

The digital reconstruction of architectural heritage 
has traditionally relied on photogrammetry and laser 
scanning techniques, both of which require multiple 
high-quality images and direct access to physical 
structures. Photogrammetry has been extensively 
used in cultural heritage documentation, yet its effec-
tiveness is limited when dataset available contain only 
a single image or incomplete photographic datasets. 
Laser scanning, while highly precise, is often imprac-
tical for reconstructing lost or inaccessible structures. 
However, despite recent advancements in surveying 
techniques, challenges remain in achieving accurate 
reconstructions from archival images. Historical pho-
tographs often suffer f rom distortions, varying p er-
spectives, and inconsistent lighting conditions, mak-
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ing depth estimation and object recognition more 
complex. Consequently, researchers have explored 
the use of AI-driven algorithms, particularly those 
based on NeRF (Mildenhall et al., 2020) and Gaussian 
Splatting (Kerbl et al., 2023), enabling the creation of 
3D reconstructions even in difficult context. In pre-
vious research, the author started to tested  several 
pipeline developed for this purpose (Condorelli et al., 
2024), especially based on NeRF algorithms. Recent 
studies have focused on implementation of both 
Gaussian Splatting from sparse-view images without 
requiring known poses (Xu et al., 2025) and from mo-
nocular (Szymanowicz et al., 2025) and on Stable Dif-
fusion methods (Wang et al., 2025) to enhance both 
the geometric consistency and visual quality of the 
resulting reconstructions (Basak et al., 2025; Xu et al., 
2025). This enables the generation of meshes, even 
with limited data, in situations where photogrammet-
ric techniques cannot process images. In this research 
TripoSR (Tochilkin et al., 2025) was experiment with 
the implementation on historical single-image data-
set of different cases of cultural heritage. TripoSR is 
a transformer architecture-based 3D reconstruction 
model designed to rapidly generate 3D meshes from 
a single image. Developed from the LRM architecture 
based on NeRF (Hong et al., 2023), it introduces sig-
nificant improvements in data management, model 
design, and training techniques. Tests conducted on 
public datasets show that TripoSR outperforms, both 
quantitatively and qualitatively, existing open-source 
alternatives (Tochilkin et al., 2025). The aim in this pa-
per is to test it on a challenging dataset constituted 
by low quality images and related to asset that are 
not present in the standard database used for train-
ing phase (Deitke et al., 2023).

METHODOLOGY

This study employs a multi-stage methodology that 
integrates AI-driven deep learning models to recon-
struct architectural heritage from historical archives. 
The approach is structured into four key phases: data 
collection, preprocessing, AI model training, and 3D 
reconstruction. The analysis concludes with a metric 
analysis of the results, using as a benchmark a still-ex-
isting architecture of which a previous aerial photo-
grammetric survey is available. This step, although it 

Leveraging Historical Archives with Artificial Intelligence algorithms for the Digital Reconstruction of Architectural Heritage
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cannot be implemented in cases of cultural heritage 
that no longer exists, serves to give a range of accu-
racy of the 3D reconstructions obtained by this meth-
od. Otherwise, it is emphasized that the quality of the 
results is closely correlated with the quality of the 
initial images, which are sometimes black and white 
and of very poor resolution, and affected by these 
inherent limitations. However, the goal is to obtain 
reconstructions of as accurate a scientific degree as 
possible despite the intrinsic constraints of the type 
of dataset being processed. The next part explains in 
detail the workflow of the proposed methodology, 
also shown in Fig. 1.

- Data Collection:  the initial phase of the study focuses 
on the systematic collection of historical architectural 
records. These include high-resolution photographs,
technical drawings, hand-drawn sketches, and anno-
tated documents sourced from architectural archives, 
heritage institutions, and museums. The selection
criteria prioritize diversity in visual material: sourc-
es are deliberately chosen to encompass a range of
conditions, from pristine to deteriorated, complete
to fragmentary. This approach ensures a rigorous test 
of the proposed AI methodology’s robustness and
generalization capacity. In addition, metadata such
as date, author, and location are catalogued to con-
textualize each item historically and architecturally.
Whenever possible, cross-referencing with secondary 
literature is employed to validate the authenticity and 
relevance of the visual material.

- Preprocessing: before AI-based analysis, the collect-
ed materials undergo an extensive preprocessing
workflow designed to optimize them for compu-
tational modeling. This step includes: contrast en-
hancement to improve visibility of faded or low-light
areas, especially in older photographs; noise reduc-
tion using Gaussian and median filtering techniques
to remove grain and scanning artifacts; edge detec-
tion algorithms to delineate architectural contours
clearly; perspective correction through homographic
transformations to align skewed images, ensuring
orthogonal consistency in projections. Additionally,
background removal is executed using segmentation 
techniques to isolate architectural structures from

Fig. 1 - Workflow of the proposed methodology for the processing 
of single-image dataset from historical archives. 

irrelevant contextual elements. This facilitates more 
focused and accurate learning by deep learning mod-
els, as non-architectural noise is minimized. Where 
necessary, preprocessing also involves image normal-
ization to ensure consistency in resolution and scale 
across the dataset.

- AI implementation: this phase centers on imple-
menting state-of-the-art deep learning models to
interpret and reconstruct architectural forms from
2D inputs. Specifically, TripoSR—a monocular depth
estimation and 3D surface reconstruction model—is
utilized for its proficiency in predicting dense depth
maps from single images. The model is trained and
fine-tuned on a curated dataset that includes a large
database of imagery. It leverages a carefully curated,
high-quality subset of the Objaverse dataset (Deitke
et al., 2023) —augmented with diverse rendering
techniques that better mirror real-world image dis-
tributions—enhancing its generalization capabilities, 
especially for domain-specific objects such as those
found in cultural heritage.
The learning process involves: the extraction of spa-
tial features via convolutional encoders; depth infer-
ence using transformer-based attention mechanisms; 
reconstruction of occluded or missing components
through learned architectural priors. TripoSR’s archi-
tecture enables it to generalize from stylistic patterns 

and typical design elements common to specific ar-
chitectural traditions, thereby allowing plausible re-
construction of incomplete segments. Transfer learn-
ing is applied where beneficial, utilizing pretrained 
weights from relevant architectural datasets.

- 3D recontruction:  the depth maps and surface in-
formation generated by the AI are converted into 3D
meshes using standard surface reconstruction pipe-
lines, including Poisson surface reconstruction and
marching cubes algorithms. These meshes are then
refined through post-processing steps such as mesh
simplification, hole-filling, and texture mapping.
Tools like MeshLab (Cignoni et al., 2008) and Cloud-
Compare are employed for geometric editing, scal-
ing, and spatial alignment.
Validation of the reconstructed models is conducted
through a mixed-methods approach: (1) quantitative
assessment, by comparing geometric features (an-
gles, dimensions, and volumes) with documented
historical measurements where available; (2) quali-
tative expert review, involving architects, historians,
and digital heritage professionals who assess the
accuracy, plausibility, and stylistic coherence of the
reconstructions.
Feedback from the validation phase is looped back
into the modeling process to iteratively refine and
improve the outputs. Finally, the verified 3D models
are exported in interoperable formats and integrated 
into digital heritage platforms for further scholarly
analysis, virtual restoration scenarios, and public dis-

Leveraging Historical Archives with Artificial Intelligence algorithms for the Digital Reconstruction of Architectural Heritage
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semination through interactive interfaces and virtual 
reality applications.

CASE STUDIES AND RESULTS

As a case study to implement the proposed method-
ology, Fortress in South Tyrol and related architectur-
al and military elements were chosen. Fortress (Fig. 2) 
is one of the most important historical military sites 
in the region. Designed by military engineer Franz 
von Scholl, its construction began in 1833 during the 
reign of Emperor Franz I. Although designed as an ad-
vanced fortification, the fort was never used in battle, 
as the planned artillery was never installed. During 
the wars of the 19th century, some emplacements 
were only temporarily operational, and the site un-
derwent transformations over time: from a depot in 
World War I to a defensive fortress in World War II, to 
becoming a powder magazine during the Cold War 
(Fontana, 2018). Today the fort is a provincial muse-
um, hosting temporary exhibitions, particularly of 
contemporary art. 
This case study is of particular interest for the re-
search because there is historical material of different 
types that can be used for the purpose of applying 
the methodology. In particular, some elements have 
been selected for reconstruction in 3D that are of in-
terest: the bridge connecting the fort, now destroyed 
(Fig. 3); one of the cannons that was part of the fort’s 
armaments of which there remains a historical photo-
graph from the 19th century in which a group of sol-
diers pose next to two cannons in the fort’s courtyard 
and some design drawings of cannons typologically 
similar to them (Fig. 5); postcard of the Chapel of the 
fort (Fig. 7). 

The implementation of the previously described 
methodology produced the results in Fig. 4, 6 and 7. 
The accuracy of the obtained 3D reconstruction de-
pends on several factors, including the quality of the 
source image. The resolution of the image directly 
affects the definition of the final mesh: high resolu-
tion allows for higher fidelity in detail and more ac-
curate reconstruction, while low-resolution images 
can introduce inaccuracies and artifacts. In addition 
to resolution, the clarity of details in the initial image 
is crucial: the sharper the architectural features, the 

influences the result is the dataset on which the algo-
rithm was trained. Objects with common shapes, for 
example the bridge and the cannons, have a higher 
probability of being present in the images used in the 
training datasets, so the algorithm having references 
finds less difficulty in 3D reconstruction of the asset. 
In contrast, less common structures, such as the chap-
el, may not have been included in the initial dataset, 
the algorithm struggles to generate an accurate re-
construction. Finally, light and shadow conditions in 
the input images can also play a significant role in 

Fig. 2 - Historical photo of the Fortess and the bridge along the Brenner railway (from http://www.fortezzaopenarchive.net).

better the quality of the generated model. Another 
determining factor is the geometry of the architec-
ture to be represented. Symmetrical structures, as 
in the case of the analysed bridge (Fig. 4) and the 
cannons (Fig. 6), allow the algorithm to exploit this 
symmetry as a constraint in the generation of the 
model, thus achieving a more accurate reconstruc-
tion. In contrast, complex or irregular buildings can 
pose a greater challenge, as the lack of repeated 
and easily recognizable elements can lead to errors 
in the reconstruction (Fig. 7). Another element that 

Leveraging Historical Archives with Artificial Intelligence algorithms for the Digital Reconstruction of Architectural Heritage
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Fig. 3 -  Postcards of the bridge along the Brenner railways, 1901-1913 (from http://www.fortezzaopenarchive.net).

Fig. 4 - Results of the implementation of the methodology on the dataset in Fig. 3.

Leveraging Historical Archives with Artificial Intelligence algorithms for the Digital Reconstruction of Architectural Heritage
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the quality of the reconstruction. Overly pronounced 
shadows or lighting variations can create ambiguities 
in the depth data, leading to distortions in the final 
mesh, especially when dealing with black and white 
photos as in this research.

The analysis of the results was concluded with a met-
ric comparison of the results, although this step is not 
always possible to accomplish, such as in cases where 
the objects to be reconstructed in 3D have been de-

Fig.  6 -  Results of the implementation of the methodology on the dataset in Fig. 5.

Fig.  5 - Historical image of the cannon in the Fortress and a drawing from historical documents.

stroyed, as those of the bridge and the cannons. In-
stead, in this research the case study of the Chapel 
can be valid as a benchmarking to evaluate the metric 
quality of the results of the proposed methodology. 
In fact, the building is still present and thanks to a 
previous aerial photogrammetric survey of the area 
it was possible to compare the obtained model of 
the implementation of the proposed methodology 
with the existing georeferenced one. The method-
ology adopted for this analysis was to compare the 

two models using the Mesh to Cloud algorithm in the 
open source CloudCompare software. From the result 
of the analysis shown in Fig. 8, it can be seen that the 
model generated from the single image has concord-
ances in shape, size and proportions of the real build-
ing, as emerges from the histogram values in which 
there are no outliers. The methodology is therefore 
reliable, although some imperfections in the model 
are present in this case especially in the parts not vis-
ible in the source image.

Leveraging Historical Archives with Artificial Intelligence algorithms for the Digital Reconstruction of Architectural Heritage
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Fig. 7 -  Historical photo of the Fortress’ Chapel (from Europeana) and 
results of the implementation of the methodology.

Fig. 8 - Cloud to mesh (C2M) comparison between the model obtain 
from a aerial photogrammetric survey of the Chapel and the model 
obtained from the proposed methodology. 

Leveraging Historical Archives with Artificial Intelligence algorithms for the Digital Reconstruction of Architectural Heritage
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CONCLUSIONS

This study demonstrates the potential of AI-driven 
methodologies, demonstrating how NeRF based 
algorithms can successfully generate architectural 
models even from a single source image. The pro-
posed approach addresses the challenges posed by 
the lack of extensive photographic datasets, offering 
a viable solution for digital heritage conservation 
when limited visual documentation is available. 

The evaluation of results highlighted several key fac-
tors influencing the accuracy of reconstructions, in-
cluding image resolution, architectural complexity, 
and the availability of relevant training data. A key 
takeaway from this research is the critical role played 
by the quality of the input images. High-resolution 
and well-preserved historical photographs yield more 
precise reconstructions, whereas degraded, low-reso-
lution, or unclear images introduce inconsistencies 
in the generated 3D models. The results also high-
light the influence of architectural geometry on re-
construction accuracy. Symmetrical structures, such 
as the analyzed bridge, benefit from their repetitive 
patterns, which the algorithm can effectively utilize 
to refine the output. Conversely, irregular or unique 
architectural forms, like the chapel, pose greater chal-
lenges due to the lack of pre-existing references in 
the training dataset. Another important considera-
tion is the impact of the dataset used to train the AI 
model. Architectures that share common stylistic ele-
ments with widely documented historical structures, 
are more easily recognized and reconstructed. On the 
other hand, structures with fewer existing references,  
present greater difficulties, indicating a need for di-
versified and enriched training datasets to improve 
model adaptability. Additionally, lighting conditions 
and material properties in historical photographs 
contribute to variations in reconstruction quality. 

A crucial aspect of this research was the validation of 
the proposed methodology through metric compar-
ison. While direct validation is not always feasible—
particularly for lost structures such as the bridge and 
cannons—the case study of the chapel provided an 
opportunity for benchmarking. By comparing the 
reconstructed model with an existing georeferenced 

tectural heritage preservation. By advancing these 
methodologies, it is possible to ensure that valuable 
historical knowledge is not only preserved but also 
made more accessible to future generations through 
interactive and scientifically accurate 3D representa-
tions.

photogrammetric survey, it was possible to assess 
the accuracy of the AI-generated model. The analysis 
using the Mesh to Cloud algorithm in CloudCompare 
confirmed that the model maintained consistency in 
shape, size, and proportions with the real-world struc-
ture. The absence of significant outliers in the histo-
gram further supports the reliability of the method.

However, some limitations were observed, particu-
larly in areas not visible in the source image. These 
imperfections highlight the inherent challenge of 
reconstructing missing architectural details solely 
from AI inference. Despite this, the methodology 
proved effective in generating scientifically accurate 
reconstructions, offering a valuable tool for historical 
analysis, digital heritage preservation, and architec-
tural research. Future work could focus on improving 
reconstructions by integrating additional contextual 
information, refining AI training datasets, and incor-
porating hybrid approaches that combine AI with 
traditional photogrammetry for enhanced accuracy.

This research underscores the transformative role 
of AI in the field of digital heritage conservation. By 
leveraging AI techniques, historical structures that no 
longer exist or have undergone significant alterations 
can be revived in virtual form, providing invaluable 
resources for historians, architects, and the general 
public. The application of AI-driven reconstruction fa-
cilitates a deeper engagement with cultural heritage, 
allowing for immersive exploration and educational 
opportunities that were previously inaccessible. Fu-
ture research should focus on refining AI method-
ologies to further improve reconstruction fidelity, 
particularly in cases where historical documentation 
is scarce. Expanding the range of training data, incor-
porating multi-modal inputs such as textual descrip-
tions and technical drawings, and integrating hybrid 
approaches that combine AI with traditional photo-
grammetric techniques could yield even more relia-
ble results. Moreover, developing adaptive AI models 
capable of handling extreme variations in input qual-
ity will be crucial for making these reconstruction 
methods more universally applicable. In conclusion, 
while there are still technical limitations to address, 
this study provides strong evidence that AI-powered 
techniques represent a promising frontier in archi-

Leveraging Historical Archives with Artificial Intelligence algorithms for the Digital Reconstruction of Architectural Heritage
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